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1 INTRODUCTION

ABSTRACT

We present a new public archive of light-motion curves ina8l®igital Sky Survey (SDSS)
Stripe 82, covering 99in right ascension fromx = 20.7" to 3.3" and spanning %2 in
declination fromé = —1°26 to £26, for a total sky area 0£249 deg. Stripe 82 has been
repeatedly monitored in the, g, r, i« and z bands over a seven-year baseline. Objects are
cross-matched between runs, taking into account the sffdciny proper motion. The re-
sulting catalogue contains almost 4 million light-motiamees of stellar objects and galax-
ies. The photometry are recalibrated to correct for varpihgtometric zeropoints, achieving
~20 mmag and-30 mmag root-mean-square (RMS) accuracy down to 18 mag if, the
andz bands for point sources and extended sources, respeciiveyastrometry are recali-
brated to correct for inherent systematic errors in the SBS®metric solutions, achieving
~32 mas and-35 mas RMS accuracy down to 18 mag for point sources and eediestirces,
respectively.

For each light-motion curve, 229 photometric and astroimgtrantities are derived and
stored in a higher-level catalogue. On the photometric, $likse include mean exponential
and PSF magnitudes along with uncertainties, RMS scattqrer degree of freedom, various
magnitude distribution percentiles, object type (steflagalaxy), and eclipse, Stetson and
Vidrih variability indices. On the astrometric side, thepeantities include mean positions,
proper motions as well as their uncertainties ghger degree of freedom. The here presented
light-motion curve catalogue is complete downrto~ 21.5 and is at present the deepest
large-area photometric and astrometric variability cagak available.

Key words: catalogues - stars: photometry, astrometry, variabledaxgastellar content -
galaxies: photometry

sition on the sky, in which case they have a proper motionr@ve
sufficiently long period of time, the shape of constellasichange.

One meaning of the verb *to vary” is to change in amount orlleve Galaxies exhibit variability across the electromagnepecsrum

espec;ally frofrrt1 one oclcas!og.ltl? aSntother. In e;]stronomr);e.tlaee since their emission is made up of the radiation from bikiai
many types of temporal vanabiily. stars may change Infingss, sources, although their most obvious source of variatiomeso

in which case they are termed “variables", or they may chinge from active galactic nuclei or supernovae. Transient eyenitch as

* E-mail: dmb@ing.iac.es

gamma-ray bursts, or microlensing events, are instritigivari-
able. Solar system objects from planets to asteroids daftlg
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Table 1. The list of SDSS imaging runs included in the LMCC. All runsrev@rocessed with version 40 of the SDSSanes pipeline except those runs
marked with an asterisk, which were processed with versioriRéins 4203 and 5823 (underlined) are the reference rudsfoisthe astrometric calibrations

(see Section 2.4).

Year Month North Strip Runs South Strip Runs
1998 Sep 94 125

1999 Oct 1033 1056

2000 Sep 1752 -

2000 Oct - 1755

2000 Nov 1894

2001 Jun 2385 -

2001 Sep 2570, 2578, 2589 2579, 2583, 2585
2001 Oct 2649, 2650, 2659, 2662, 2677 -

2001 Nov 2700, 2708, 2728, 2738 2709

2001 Dec 2768, 2820 -

2002 Jan 2855, 2861, 2873 2886

2002 Sep - 3325°

2002 Oct 3362, 3384, 3437 3355, 3360, 3388, 3427, 3430, 3434, 3438
2002 Nov 3461 3460, 3465

2003 Sep 4128, 4153, 4157 4136, 4145

2003 Oct 4184, 4188, 4198, 4207 4187, 4192, 4203
2003 Nov 4253 4247,4263, 4288
2004  Aug 4797

2004 Sep 4858

2004 Oct 4868, 4874, 4895, 4905, 4917 -

2004 Nov 4933, 4948 4930

2004 Dec - 5042, 5052

2005 Sep 5566, 5603, 5610, 5622, 5633, 5642, 5658 5582, 5607, 5619, 5628, 5637, 5646, 5666

2005
2005

Oct
Nov

5709, 5719, 5731, 5744, 5759, 5765, 5770, 5777, 78R, 5800
5813, 58235842, 5865, 5866, 5872, 5878, 5898, 5902, 5918

5675, 5681, 5713, 5729, 5730, 5732, 5745, 5783, 5771, 5776, 5782, 5786, 5797

5807, 5838, 5847, 5853, 5870, 5871, 5882, 5889, 5895, 5905, 5924

across the sky, waxing and waning on various timescalesadt f
at some level, everything in the sky is variable.

The introduction of CCD detectors to astronomy greatly en-
hanced the ability to conduct variability surveys. The asten of
CCD cameras to mosaic and wide-field formats along with the ex
ponential progression of computing power have allowed titss-
guent development of more ambitious surveys reaching tpatee
magnitudes, higher cadences and larger sky areas. For reere d
tails we direct the reader 1o _Becker et al. (2004) who present
clear summary of modern variability surveys. In this work ees-
centrate on optical photometric and astrometric varigb{lence
“light and motion”) over a~249 ded patch of sky.

Large sky surveys such as the Sloan Digital Sky Sur-
vey (SDSS| York et al. 2000) have in many ways revolutionised
our knowledge of the Universe. SDSS has imaged approxiynatel
a quarter of the sky in five photometric wave bands. The etgloi
tion of this impressive dataset has resulted in hundredsubf p
lications covering a wide range of astronomical topicspirihe
structure of the Milky Way to the mapping of a large fraction o
the Universe. The bulk of this data, however, contain onhgls
measurements of objects from the north Galactic cap witimfo-i
mation on possible photometric variability or astrometriotion.
Substantial efforts have been made by Munn et al. (2004)dlsee
Gould & Kollmeier (2004)) to measure proper motions by match
ing SDSS data from the north Galactic cap with the USNO-B-cata
logue (Monet et al. 2003). The resultant proper motion ogtaé is
90% complete down tg = 19.7 with the magnitude limit being
set by the USNO-B catalogue faint magnitude limits.

One of the primary goals of the SDSS is the study of the vari-
able skyl(Adelman-McCarthy etial. 2007) of which our knovged
is still very incomplete (Paczyhgki 2000). To this end, 2SS has

repeatedly imaged a 300 square degree area, the so calleel&Ry
during the later half of each year since 1998. In 2005, the &DS
Il Supernova Survey (Frieman et al. 2008) started with the afi
detecting Type-| supernovae in Stripe 82, greatly imprgihe ca-
dence of measurements within the stripe. By averaging aesubs
of the repeated observations of unresolved sources ineS&2p
Ivezic et al. (2007) built a standard star catalogue caimgi~1
million nonvariable sources with band magnitudes in the range
14-22, by far the deepest and most numerous set of photomet-
ric standards available. Using these same multi-epochoptiett

ric data) Sesar at al. (2007) analysed the photometrichilityefor
~1.4 million unresolved sources in the stripe, drawing iesting
conclusions on the spatial distribution of RR Lyrae stard tre
variability of quasars.

Here we present a new public archive of light-motion curves
in SDSS Stripe 82. The archive has been constructed fronettod s
high-precision multi-epoch photometric and astrometre&asure-
ments made in the stripe since the first SDSS runs in 1998 until
the end of 2005. In constructing the catalogue, we only usa me
surements of objects that are cleanly detected in indiViSxES
runs. The catalogue contains almost 4 million objects ygedsand
stars, and is complete down to magnitude 21.5,ip, » andi, and
to magnitude 20.5 in. Each object has its proper motion calcu-
lated based only on the multi-epoch SDSS J2000 astromegéc m
surements. The catalogue reaches almost two magnitudesrdee
than the SDSS/USNO-B catalogue, making it the deepest-large
area photometric and astrometric catalogue available.

The catalogue comes in two flavours, the Light-Motion Curve
Catalogue (LMCC), which contains the set of individual tigh
motion curves, where measured quantities for each objedisted
as a function of wave band and epoch, and the Higher-Level Cat
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alogue (HLC), which presents a set of derived quantitiesfah 0.04
light-motion curve. For many purposes, it is more conventen
work with the HLC, especially for selecting subsets of intting
objects. The construction, calibration and format of the@®are
discussed in Section 2, and the HLC is described in Secti@e3.
tween the two subcatalogues, there is all the necessanyriafmn
available to explore the photometric and astrometric tlita of
~249 square degrees of equatorial sky. In Section 4, we invest
gate the quality of the photometric and astrometric pragedf our
catalogues by comparing them against suitable exterralbocates,

Fractional Flux Offset Correction
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and we analyse the behaviour of our proper motion unceigaint
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Figure 1. Plot of the median fractional flux offset of the referencersta

21 Stripe82Data relative to the reference catalogue as a function of fieldwemfor runs 94

. . . (solid line) and 5853 (dashed line). For both runs we showoffeets for
The SDSS photometric camera is mounted on a 2.5m dedicated;amera column 1 and theband. Run 94 is a typical pre-2005 run observed

telescope at the Apache Point Observatory, New Mexico nisists under photometric conditions and run 5853 is a typical 2@@&Eova run
of a photometric array of 30 SITe/Tektronix CCDs, each oksiz  observed under non-photometric conditions.

2048x2048 pixels, arranged in the focal plane of the telesdn

six columns of five chips each (Gunn eflal. 1998; Gunn et ale P00

with a space of approximately one chip width between columns 2.2 Further Photometric Calibrations

Each row of six chips is positioned behind a different filtertisat
SDSS imaging data is produced in five wave bands, namely,r,

¢ andz (Fukugita et al. 1996; Smith atlal. 2002). The camera oper-
ates in time-delay-and-integrate (TDI) drift-scan modéhatside-
real rate and the chip arrangement is such that two scans aove
filled stripe 254 wide, with~1’ overlap between chip columns in
the two scans. In addition, the camera contains an array 6{3s
with 400x2048 pixels which enable observations of brightaas
metric reference stars for subsequent astrometry and foouns-
toring.

The images are automatically processed through spe-
cialised pipelines | (Lupton, Gunn & Szaldy 1999; Lupton ét al
2001;/Hogg et al. 2001; Stoughton etlal. 2002; Ivezit &t @04
producing corrected images, object catalogues, astransiiu-
tions, calibrated fluxes and many other data products. Thecob
catalogues, which include the calibrated photometry ambmas
etry, are stored in FITS binary table format (Wells et al. 1:98
Cotton et all 1995; Hanisch et/al. 2001) and referred to &3Hijts
files. Itis these object catalogues that we have used torcahsihe
LMCC.

The SDSS Stripe 82 is defined as the region spanning 8 hours
in right ascension (RA) fronx = 20" to 4" and 25 in declination
(Dec) fromé = —1°25 to £'25. The stripe consists of two scan
regions referred to as the north and south strips. Both thté aod
south strips have been repeatedly imaged from 1998 to 2@85, b
tween June and December of each year, with 62 of the 134 imagin
runs obtained in 2005 alone (this large sampling rate wadymexd

The Stripe 82 data set includes 62 “standard” SDSS imaging ru
which were observed under photometric conditions and which
were photometrically calibrated using the standard SD$8&lipies
(Tucker et al. 2006). We use these standard runs to constimedt
erence catalogue of bright star fluxes, from which we can both
prove the photometric calibrations of the standard runsyelbas
derive photometric calibrations for the Stripe 82 supeanmnag-
ing runs from 2005, which were generally observed under non-
photometric conditions.
To construct the reference catalogue, we start with a set of
bright, unsaturated stars, witht < r < 18, taken from a set
of high quality runs acquired over an interval of less thaplte
months (2659, 2662, 2738, 2583, 3325, 3388). We then match th
individual detections of these stars in each of the 62 stahdms,
using a matching radius of 1 arcsec. On average, there arel&o i
pendent measurements of each star among the standard mdns, a
we only include in the reference catalogue stars with 5 oremor
measurements. We then compute the unweighted mean of the ind
pendent flux measurements of each star and adopt that mean flux
in our reference catalogue. Note that we specifically usdltires
measured in the so-called SDSS “aperture 7”, which has aisadi
of 7.43 arcsec; this aperture is typically adopted in the SRS a
reference aperture appropriate for isolated bright statqehetry.
These reference catalogue stars are used to re-calibeate th
standard runs, as well as to calibrate the 2005 supernosa it
the supernova runs, we first adopt a sensible but arbitraopant
o for the purposes of generating the initial tsObj files usitamdard
by the start of the SDSS-II Supernova Survey). A specific imag SDSS pipeline tools. We then match the object detectionsc¢h e
?ng run may cover all of one strip or some fraction of the aeeal run to the reference catalogue, and compute the mediarnoinatt
images of the same patch of sky are never taken more than ONC&ux offset of the reference stars in the individual run rigkato the

per nlght.. Hence thg exact temporal coverage and gadend:fe of t reference catalogﬂeThese median offsets are computed in two it-
light-motion curves in the catalogue are strong functioheetes-

tial position. In Tabl€1L, we list the SDSS imaging runs imield in

the LMCC organised by the month and year of observation. Nota The » band images possess a significantly poorer signal-to-rati

scans of Stripe 82 were included in our analysis due to m“m than the other bands and the use of reference cataloguettsfiisave a
the SDSS.r ames plpellng (Ll_thon et al. 2001) when processing  magpnitude fainter than 18eforecalibration (due to higher than usual ex-
a run or failure of our calibration routines to produce plogtric tinction) degrades the determination of the derived fluset. The flux

zeropoints (see Section 2.2). offsets for theu band have therefore been determined using only the ref-
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Table 2. The list of extra constraints that all need to be satisfied laast one wave band in order for an object record to be iedud the LMCC.

Tag Name In Relation Flag Value Flag Name Description

tsObj File (Hexadecimal Bit)

OBJC.FLAGS AND Ox4 FALSE EDCE Reject objects too close to the edge of the image

FLAGS AND 0x10000000 TRUE BI NNED1 Accept only objects detected in the unbinned image

FLAGS AND 0x20 FALSE PEAKCENTER Reject objects where the given centre is the position of &dakp
pixel, rather than based on the maximum likelihood estimato

FLAGS AND 0x80 FALSE NOPROFI LE Reject objects that are too small or too close to the edge to
estimate a radial profile

FLAGS AND 0x40000 FALSE SATUR Reject objects with one or more saturated pixels

FLAGS AND 0x80000 FALSE NOTCHECKED Reject objects with pixels that were not checked to see veneth
they included a local peak, such as the cores of saturatedl sta

FLAGS AND 0x400000 FALSE BADSKY Reject objects with a sky level so badly determined that thbest
pixel in an object isrery negative, far more so than a mere
non-detection

FLAGS2 AND 0x100 FALSE BAD_COUNTS_ERROR Reject objects containing interpolated pixels that haweféav
good pixels to form a reliable estimate of the flux error

FLAGS2 AND 0x800 FALSE SATUR.CENTER Reject objects with a centre close to at least one saturatet p

FLAGS2 AND 0x1000 FALSE | NTERP_CENTER Reject objects with a centre close to at least one intergtlpixel

FLAGS2 AND 0x4000 FALSE DEBLEND_NOPEAK Reject child objects with no detected peak

FLAGS2 AND 0x8000 FALSE PSF_FLUX. NTERP Reject objects with more than 20% of the PSF flux from

interpolated pixels

erations. We first calculate the median fractional offseefch run
in bins of 0.0208 in Dec, i.e., 120 bins over the width of Stripe 82,
or about 10 bins per CCD width. This exercise is designedr@cb
flatfielding errors for a given run. Note that these errorsidanly
depend on Dec because the SDSS employs a drift-scan cameéra, a
the scan direction for Stripe 82 is in the RA direction. After-
recting for the declination-dependent offsets, we thenampute
the median fractional flux offsets for each field along a giuem
(each SDSS field is 0.250ng in RA). This additional field-by-
field offset corrects for any temporal variations in the jpinogtric
zeropoint of a given run, which are due to transparencyietitin
changes over the course of a nominally photometric night.

Flux offsets for a certain wave band were only applied to ob-
jects assigned to a bin with at least 9 reference cataloguse st
order to guarantee the accuracy of the derived flux offsgbréic-
tice, this extra restriction only affects the photometryobfects in

theu band, and in other wave bands when the atmospheric trans-

parency is low. We use a photometric calibration tag (sedeTab
to monitor whether or not a flux offset has been applied to tiwe p
tometry of a particular object at a certain epoch in a spewifice
band. The final tsObj files used for subsequent analysesfohere
have both these declination-dependent and field-depefidroff-
sets removed for most object records. We find that for thedstah
SDSS runs, the fractional flux offset corrections, which eferto
as photometric zeropoints, are abaut 2%, which sets the typi-
cal scale of these residual errors in the standard SDSSatidib
procedures. Figufd 1 shows the fractional flux offset coioas as
a function of SDSS field number (an arbitrary coordinate gleA
assigned to image sections from the same run) for a typiaztbph
metric run (94) and a typical non-photometric run (5853).

erence catalogue stars with an uncalibrated magnitudétbrighan 18 in
each run.

2.3 Catalogue Construction

The object catalogues (tsObj files) contain quality and tjpgs

for each object record to aid in the selection of “good” measu
ments and specific data samples. In the LMCC, we only accept
object records classified as galaxies/non-PSF-like abjésObj

file tag OBJC_TYPE = 3) or stars/PSF-like objects (tsObj file tag
OBJC_TYPE = 6), and the object must have no child objects (tsObj
file tagNCHI LD = 0;/Stoughton et al. (2002)). We then require that
an object record satisfies all of a set of constraints in atleae
wave band. The first of these constraints is that a photoonetri
ropoint, calculated using the method described in Sectidntas
been applied to the object record, and that the object rdtasdn
uncalibratedPSF magnitude (tsObj file ta®SFCOUNTS) brighter
than 21.5 for the bands, g, r ands, or brighter than 20.5 for the

z band. These limits were chosen to ensure that any photametri
measurement in the LMCC has a signal-to-noise ratio of at lea

in at least one wave band. In Table 2, we list the remainingket
constraints to be satisfied in at least one wave band in ootlemf
object record to be included in the LMCC.

We apply one final constraint on the quality of an object rdcor
in order to avoid the inclusion of cosmic ray events in ouleat
logue. If an object record satisfies all of the above constisain
one wave band only, then it is accepted only if the tsObj fite ta
FLAGS2 for that wave band does not contain the hexadecimal bit
0x1000000 (flag nam®&AYBE_CR), the presence of which indi-
cates that the object is possibly a cosmic ray.

In order to construct the light-motion curves, we processed
each run in turn, starting with the 2005 runs which were dlose
spaced in time. For each object record in the current rusfgatg
our quality and type constraints, we used the following atgm
to process the record:

(i) We define a subset of objects with light-motion curvesrfro
the current catalogue that have mean positions insideb@ cen-
tred on the position of the current object record.

(i) We calculate an expected position at the epoch of the cur
rent object record for each object in the subset using onvof t
methods depending on the number of epochs in the corresmpndi
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Figure 2. Top panel: Greyscale image showing the maximum number of epochs irightrhotion curves as a function of object positi@ottom panel:
Maximum number of epochs in the light-motion curves as atfoncof RA for a @01 wide slice through the greyscale image centred at  — 0°1
(continuous line; slice through the North strip) and forrifar slice centred ai = 0°1 (dashed line; slice through the South strip).
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Figure3. Left: Plot of RMS PSF magnitude deviation versus mean PSF magritud 0000 random PSF-like objects (stars) with at leasii2@lg magnitude
measurement®Right: Plot of RMS exponential magnitude deviation versus meawomaptial magnitude for 10000 random non-PSF-like objegadakies)
with at least 20 good magnitude measuremenBoth panels: Plotted functions (continuous lines) are all of the foftm) = A+ B exp (C (m — 18))
wherem denotes magnitude and, B and C are fitted parameters. For the left hand pangl,B and C have values 17.3 mmag, 2.48 mmag and 1.00,
respectively. For the right hand pandl, B andC have values 30.8 mmag, 5.67 mmag and 1.01, respectively.

light-motion curve. If an object has a light-motion curvethvsix find the closest object to the position of the current objecbrﬂ
epochs or less, then the mean position is used for the exppote If the closest object lies within 0”7 then the current object record
sition. Otherwise a mean position and proper motion aredfiibe

the light-motion curve and used to calculate the expecteitipn

of the object at the epoch of the current object record.
2 Note that an object record contains a single datum for thestial coor-

dinates, calculated from the astrometric solution for tB&S CCD camera
(iii) From the expected positions of the subset of objects, w at the current epoch.
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is appended to the light-motion curve of the closest objettier-
wise a new light-motion curve is created containing onlydieent

4000 " 4000

I

I

object record. 3000 3000 |
2000 2000 ¢ :

Since each run contains at most one measurement of any, dhgect !
above algorithm can be performed in parallel for all objdobsn 1000 1000 ¢ :
one run. 0 0 !

We choose to include both the PSF magnitude and 720 T e gy R

exponential-profile magnitude _(Stoughton et al. 2002) irightd
motion curve as a measure of an object’s brightness in each wa 20F & s a4 33 22 11 o | 20¢

band at each epoch. The PSF magnitude is the optimal medsure 0 s, o 104 i T ::i:':
the brightness of a point-source object, and hence it islsiaitfor g g TS R T
studying stars and quasars. Photometry of extended opfeath é % _iob
as galaxies, may be performed in a variety of ways, includitag = = o0k
ting an exponential profile to the object image. The advantafy 0 1 o 23 20 o

including the exponential magnitude as opposed to any afttiner
available profile magnitudes is that the difference betwberPSF (@)
and exponential magnitudes, referred to as a concentratétax,
may be used as a continuous object-type classifier (Scratigin
2002), independent of the more restrictive binary SDSSsiflaa-
tion.

4000 4000

3000 3000 ¢

After processing all Stripe 82 data, the LMCC was trimmed to 2000 2000 ¢

only those objects that have a mean position in the range20.7h 1000 1000 £

to 3.3 ands = —1°26 to T26. This was desirable because the o ‘ ‘ o ‘ \
temporal coverage is too sparse outside these limits. Ttheaea -20 -10 0 10 20 -20 —10 0 10 20
of sky covered by the LMCC is therefore249 ded. The LMCC o (mas yr™") g (mas yr™')

was also searched for photometric outliers usingreclp algo- 20k ] 20k

rithm for outlier identification, and we found clear grougfsoot- 55 P M 372 4%

liers clustered at specific HIDs. The tight clustering inetimdi-
cates that these groups of outliers are simply due to bachegaad
not due to some astrophysical process, like an eclipse @) fiand

10

Ry TR,

=10

fa (mas yr")
;
.
ﬂ'..

g (mas yr™)

hence we removed the corresponding data points, which aeun —20¢ E I
to ~1% of all epochS. 3 2 1 0 23 22 21 3 2 1 0 23 22 21
. . RA (h RA (h
In the top panel of Figurlel 2, we plot a greyscale image show- ) b )
ing the maximum number of epochs in the light-motion cungs a ®)

a function of object position. One may clearly see that tgatli
motion curves for objects in the overlap regions betweemurth

and _south st_rlps contain app_roxmately twice as many epashs galaxy proper motions in RA (left) and Dec (right) as a fime of RA
the light-motion curves for objects elsewhere. In the butpznel, beforeastrometric recalibration. The intensity bar has units whber of

we plot a one-dimensional slice through the greyscale infage  galaxies deg® mas! yr. (b): The same as Figufe 4]a) kafter astrometric
6 = —0°1andd = 0°1 to further illustrate the dependence of recalibration.

the number of light-motion curve epochs on RA.

In Figure[3, we plot sample photometric RMS diagrams for . . . . .
the r bar?d The Ieftphand pgnelpshows the RMS PSF magni- like and non-PSF-like objects, respect@l;‘[he RMS diagrams

o . for the other wave bands are very similar except for dhieand,

tude deviation versus mean PSF magnitude for 10000 random )
PSF-like objects NEANLOBJECT_TYPE = 6; see Section 3.1) where we ach|evev2§ mmag anch-50 r.nmag.RMS accuracy at
that have light-motion curves with at least 20 goedmag- r ~18 mag for PSF-like and non-PSF-like objects, respectively
nitude measurements. PSF-like objects are mainly starh wit
some contamination by quasars. Similarly, the right hanteba 24 Further Agrometric Calibrations
shows the RMS exponential magnitude deviation versus mean S . . .
exponential magnitude for 10000 random non-PSF-like dbjec Each SDSS imaging run was astrometrically calibrated again
(MEAN.OBJECT_TYPE = 3) that have light-motion curves with ~ the US Naval Observatory CCD Astrograph Catalog (UCAC;
at least 20 good magnitude measurements. Non-PSF-like objects Zacharias etall_2000), yielding absolute positions ateuta
are mainly galaxies. ~45 mas RMS per coordinate (Pier etlal. 2003). The accuracy is

Overplotted on each RMS diagram is an empirical fit limited primarily by the accuracy of the UCAC positions{0 mas
to the data using an exponential function of the form RMS atthe UCAC survey limit ofz ~ 16), as well as the density
fm) = A + B exp (C (m — 18)) wherem denotes
magnltudg andi, B {indC ar.e fitted param.et.ers (whose Valugs are 3 The upturn in the RMS amplitude for stars brighter than- 16 is due to
reported in the caption of Figuié 3). The fitting was done gisin a combination of factors including: the appearance of debée asymmet-
iterative 3-clip algorithm (see Vidrih index under Section 3.1). It ¢ jow surface-brightness structure (e.g. diffractioikep) in the images;
is clear from these diagrams that for thdand we are achieving  the effect of the large angular size of the images on the mitation of the
~20 mmag and-+30 mmag RMS accuracy at~18 mag for PSF- sky-background.

Figure 4. (a): Top row: Histograms of galaxy proper motions in RA (left)
and Dec (rightpeforeastrometric recalibratiorBottom row: Density plots
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neare§] 100 such galaxies are calculated and added to the object
position. This procedure recalibrates the positions irtéinget run
to the reference frame defined by the galaxies in the referanc

In Figure[®, we show example mean offsets in RA and Dec
for camera column 1 from runs 94 and 5918. Notice that run 94,
observed in 1998, requires larger mean offsets to correcthio
mean proper motion of the UCAC calibration stars than rur8591
observed in 2005, since it is further away in time from whea th
reference run 5823 was observed in 2005.

After recalibrating the astrometry for all light-motionrees
in the LMCC, we have recreated Figdire 4(a) as Fifure] 4(b)gusin
the same sample of galaxies. The histograms of the galaxpepro
motions in RA and Dec are now centred arount mas yr ' in-
dicating that galaxies are stationary in the recalibratgtbenetric
system of the LMCC. Also, the lower panels demonstrate that t
RA dependence of the galaxy proper motions has been properly
removed.

There is also some evidence that the galaxy proper motion
scatter has been improved. The RMS deviation of the resdual
about a fourth-degree polynomial fit in each of the bottometsmof
Figurg4(ad) is 5.4 mas yr for RA and 5.2 mas yr' for Dec. This
may be compared to the improved RMS deviation of the proper mo
tions in each of the bottom panels of Fig{ire #(b) at 4.8 mas yr

of UCAC sources. The version of UCAC used to calibrate SDSS for RA and 4.6 mas yr' for Dec.

lacked proper motions, thus any proper motions based on SDSS

positions will be systematically in error by the mean prapetion
of the UCAC calibrators.

The SDSS pipelines do not supply uncertainties on the mea-
sured celestial coordinates in the tsObj files, and so we tietes-
mined a noise model describing how the astrometric noisevssh

We illustrate the systematic errors inherent in the SDSS as a function of magnitude. This was done by examining the dis
astrometry by considering galaxies in the magnitude range tribution of coordinate RMS for objects in the LMCC. However

17 < r < 19.5 that have light-motion curves with at least
20 astrometric measurements. For this set of galaxies weurea
the proper motion in RA and Dec, and we find that the galaxies ar
systematically moving with proper motions of the order ofi@s
per year in both right ascension and declination! The problke
clearly evident in Figurg 4(p) where we show histograms ef th
galaxy proper motions in RA (top left hand panel) and Dec (top
right hand panel). The trends of galaxy proper motion withd&é&
shown in the bottom left hand panel for proper motion in RA and
in the bottom right hand panel for proper motion in Dec.

we found that the astrometric noise in the 2005 observingsea
was noticeably larger than in previous seasons, most litteyto
the less stringent restrictions on observing conditioaslileg to a
greater spread in PSF full-width half-maximum and objeghal-
to-noise. To properly account for this, we determined sgearoise
models for the pre-2005 and 2005 observing seasons.

To determine the astrometric noise models, we select all PSF
like objects VEANLOBJECT_TYPE = 6) with at least 20 good
epochs inr in each of the pre-2005 and 2005 observing seasons.
For these objects we derive the distribution of coordind#SRie-

Proper motions based on multi-epoch SDSS data can be im-viations for 0.5 mag bins for both pre-2005 and 2005 data, and

proved by recalibrating each SDSS imaging run against agete
SDSS run, rather than using the UCAC catalogue positionsath
curacy of the relative astrometry between runs 20 mas RMS per
coordinatel(Pier et &l. 2003), far superior to the accurétheab-
solute positions, due both to the more accurate centrosdsel as
the far greater density of calibrators, for SDSS comparéd2a.C.
Further, by using galaxies as calibrators, the proper mstian be
tied to an extragalactic reference frame and are thus aheFtiis is
the method used in this paper to correct the systematic SBIES a
metric errors illustrated in Figufe 4{a). However, it is epiate
to mention that the positional system of the calibrators retiers
to the epochs given by UCAC.

All imaging runs along the north strip have been recalilmrate
using run 5823 as the reference run. All imaging runs alomy th
south strip have been recalibrated against run 4203, afgtré-
calibrating run 4203 against run 5823. In order to recaléeatar-
get run, offsets in RA and Dec are calculated for matchingdnl
galaxies in the reference run (rejecting galaxies affebiegrob-
lems with deblending, pixel interpolation, multiple magshetc. in
either run). Only galaxies in the magnitude range< r < 19.5
are used to avoid large galaxies with poorly defined cergrdidr
each object in the target run, the mean offsets in RA and Detbéo

fit a peak and dispersion for each bin. In Figure6(a), we et t
peak RA RMS deviation for each magnitude bin versusag-
nitude for pre-2005 data (filled circles) and 2005 data (opien
cles; offset by 0.15 mag to the left for clarity). We obtaimrye
similar results for the Dec coordinate. We fit the peak data as
function of magnituden via an exponential function of the form
fim) = A+ B exp (C (m — 18)) whereA, B andC are fitted
parameters, and plot the fitted models in Fidure]6(a) as ruotis
and dashed curves for pre-2005 and 2005 data, respectively.

The following equations represent our final adopted asttome
ric noise model, based on the exponential model fits for bo¢h t
RA and Dec coordinates:

Pre-2005:0, (t) = os(t) = 32.0 + 0.430 exp (1.34 (m(t) — 18))
2005: 04 (t) = 0s(t) = 35.4 + 0.783 exp (1.09 (m(t) — 18))
D

whereo(t) andos(t) are the uncertainties on the measured ce-

4 Nearest in coordinate parallel to the scan direction, rigitension — the
coordinate perpendicular to the scan direction, decbmnatis ignored, as
the length of the binning window is always larger than thettiof a scan.
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Figure 6. (a): Plot of the peak RA RMS deviation in 0.5 mag bins versusiagnitude for PSF-like objects (stars) for pre-2005 datidficircles) and
2005 data (open circles; offset by 0.15 mag to the left foritgla (b): Plot of the peak RA RMS deviation in 0.5 mag bins versumagnitude for non-
PSF-like objects (galaxies) for pre-2005 data (filled eisgland 2005 data (open circles; offset by 0.15 mag to thédettlarity). Both panels. Error bars
represent the dispersion in the distribution of RMS deoiatiin each magnitude bin. Plotted functions (continuows dashed curves) are all of the form
f(m) = A + B exp (C (m — 18)) wherem denotes magnitude andl, B andC' are fitted parameters.

lestial coordinates(t) andd(¢), respectively, at time, andm/(t) responding object. ThASCI | light-motion curve file contains a
represents the brightest PSF magnitude out of the five ptettom header line describing the column meanings, followed byciiyxa
ric measurements at timie Evidence that this noise model is valid  five rows for each epoch (one row for each wave band) in strict
comes from the fact that the distribution pf per degree of free- time order. All five wave band measurements are includeddor-c
dom of the proper motion fit for the HLC (Section 3.1) is peaked pleteness, even though it is possible that at any one epqctg u
avalue of~1.1. Note that astrometric uncertainties are not given in four wave band measurements may not satisfy the qualitgriit

the LMCC and should be obtained via Equafin 1. described in Section 2.3. In Talilé 3 we describe the colufmats t
In Figure [6(b), we plot the results of the same co- make up a light-motion curve from the LMCC.
ordinate  RMS deviation analysis for non-PSF-like objects Figure[T shows some clear examples of photometric vari-

(MEANLOBJECT_TYPE = 3) with at least 20 good epochs in ability and motion from the LMCC. Figurg_7{a) presents the
in each of the pre-2005 and 2005 observing seasons. It is clea lightcurve inr (upper points) and; (lower points) of the large-
from the plots in Figurél6 that we are achievingd2 mas and amplitude long-period variable star SDSS J220514.58+0008
~35 mas RMS accuracy at~18 mag for stars for pre-2005 and  most likely a Mira variable | (Watkins etal. 2008). Figure (b
2005 data, respectively, and35 mas and-46 mas RMS accuracy  presents the motion curve of the known ultracool white dwarf
atr ~18 mag for galaxies for pre-2005 and 2005 data, respectively SDSS J224206.19+004822\7 (Kilic etlal. 2006). Both paitiels-
trate the dramatic increase in temporal sampling produgetthéo

start of the SDSS-II Supernova Survey in 2005.
25 Catalogue Format

The LMCC exists as eight ar files, one for each hour in
RA from 20" to 4". Eachtar file contains 60 subdirecto- 3 THEHIGHER-LEVEL CATALOGUE
ries corresponding to the minutes of RA, and the light-motio
curves are stored in these directories based on their mean RA
coordinates. The LMCC contains 3700548 light-motion ceyve The HLC supplies a set of 229 derived quantities for each-ligh
2807047 of which have at least 20 epochs. Thar files motion curve in the LMCC. These quantities are aimed at d@scr
(~29.5 Gb compressed) may be obtained by web download from ing the mean magnitudes, photometric variability and as#toic
http://das.sdss.org/valuadded/stripe82 variability/SDSS82 public. motion of the objects in the LMCC, and they are calculatedgisi
Light-motion curve plotting tools written in IDL may also be only light-motion curve entries that satisfy the qualitynstraints
downloaded from the same website. from Section 2.3. Those quantities in the HLC related to phmt
A single light-motion curve is stored as &%Cl | file with a etry are described in Tallé 4, while those related to astignage
name constructed from the unweighted mean position of the co described in Tablgl5.

3.1 Catalogue Description


http://das.sdss.org/value_added/stripe_82_variability/SDSS_82_public/
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Table 3. The list of columns that make up a light-motion curve in theC®along with a brief description.

Column Number  Column Name Type Description

1 Run INTEGER  SDSS imaging run

2 Rerun INTEGER Version of the SDSS anes pipeline used to process the data

3 Field INTEGER  SDSS field number along a strip

4 Camcol INTEGER  SDSS camera column

5 Filter INTEGER SDSSwaveband & u,1=g,2=r,3=14,4=2)

6 Object Type INTEGER  Object classification (3 = Galaxy, 6 arpt

7 RA DOUBLE  Right ascension J2000 (deg)

8 Dec DOUBLE  Declination J2000 (deg)

9 Row FLOAT CCD row coordinate (pix)

10 Column FLOAT CCD column coordinate (pix)

11 HJD DOUBLE  Heliocentric Julian date (days)

12 PSF Luptitude FLOAT PSF magnitude (Itip)

13 PSF Luptitude Error FLOAT Uncertainty on the PSF magrat(ldp)*

14 PSF Flux FLOAT PSF flux normalised by the flux from a zero-dgnitude object

15 PSF Flux Error FLOAT Uncertainty on the PSF flux

16 Exp Luptitude FLOAT Exponential magnitude (ltip)

17 Exp Luptitude Error FLOAT Uncertainty on the exponentiagnitude (lup)

18 Exp Flux FLOAT Exponential flux normalised by the flux frommexro-th magnitude object
19 Exp Flux Error FLOAT Uncertainty on the exponential flux

20 Sky FLOAT Sky background brightness (lup arcs&g*

21 Sky Error FLOAT Uncertainty on the sky background brigiss (lup arcsec?)*

22 FWHM FLOAT Full-width half-maximum of the PSF (arcsec)

23 Photometric Calibration Tag INTEGER Flag indicating fimtometric calibration status (1 = Calibrated, 0 = Uncalied)
24 Photometric Zero Point FLOAT Fractional flux offset apglio the flux values

25 Flag 1 LONG Object flags (tsObj file t&d-AGS)

26 Flag 2 LONG More object flags (tsObj file t& AGS2)

27 Astrometric Calibration Tag INTEGER  Flag indicating tstrometric calibration status (1 = Calibrated, 0 = Uncatitd)
28 RA Correction DOUBLE  Correction applied to right ascensfdeg)

29 Dec Correction DOUBLE  Correction applied to declinat{deg)

*See Lupton, Gunn & Szalay (1999) end Stoughton let al. (2G2hé definition of a luptitude.

In Table[3, if a tag name is associated with a 5-element ar-
ray, then the 5 values represent the described quantityafdr ef
the five SDSS wave bands in the orderg, r, ¢ andz. When a
certain wave band has insufficent “good” light-motion cuere
tries to calculate a particular quantity, a value of zerdases (this
also applies to Tablg]5). For instance, the first value in thaya
MEANLPSFMAG is set to zero for any light-motion curves with no
“good” entries for they band.

All quantities in Tablé¥ wittCLI P at the end of the tag name
are calculated using a4clip algorithm that rejects only the worst
outlier at any one iteration, and terminates when no morkeosit
are identified. Similarly, all quantities in Talilé 4 wikATER at the
end of the tag name are calculated using the iterative puveed
described in_Stetsbn (1996) to dynamically reweight datatpo
based on the size of the residuals from the mean. Both thé¢se se
of gquantities have been designed to be more robust agaitiigrsu
than a simple inverse variance weighted mean.

The SDSS photometric pipeline performs a morphological
star/galaxy separation, the quality of which is intimatedyated
to seeing and sky brightness. While the accuracy is very good
bright objects, there can be confusion for faint objectse fhan-
tity MEANLOBJECT _TYPE in Tabl€4 is an unweighted mean of the
SDSS object type classification. Hence it has a value of Zibtir
ject is classified as a galaxy at all epochs, a value of 6 if jead

The quantitWEAN_CHI LDin Table[4 is an unweighted mean
of whether the child object bit is set or not. In other wordsst
guantity has a value of 1 if, at all epochs, the object restdta the
deblending of a parent object, a value of 0 if the object wagne
the result of the deblending of a parent object, and a valtiedsn
0 and 1 otherwise.

The Galactic extinctions described BXTI NCTI ON in Ta-
ble[4 are derived using the maps of dust column density from
Schlegel et al. (1998).

For eclipse and flare detection in light curves we include the
statisticsECL_STAT and FLARE_STAT (Table[4) in the HLC. In
calculating these values, we assume that any eclipse/flard i
a light curve will include only one photometric data pointhcs
the time elapsed between consecutive scans is at least gne da
Hence, for each photometric data point (using PSF magrstude
only), we calculate the statisti&?, based on a matched filter from
Bramich et al.|(2005), and defined by:

2 2
G2 = Xconst— Xout
- 2
(Xout/ V)
whereyZonstiS the chi-squared value of a constant fit for each wave
band to the whole light curve, angh; and are the chi-squared

and number of degrees freedom, respectively, of a constdot fi
each wave band to the out-of-eclipse/flare light curve. tieoto

@)

is classified as a star at all epochs, and a value between 3 and @void false positives, we only calcula€ for epochs with photo-

otherwise. The reliability oMEAN_OBJECT_TYPE for object type
classification depends on the reliability of the SDSS objgpe

classifier and the number of epochs at which the object was ob-

served.

metric data points that are “good” in at least two wave bafite.
adopted values oECL_STAT and FLARE_STAT are then taken
to be the largest values of* for photometric data points fainter
and brighter, respectively, than the mean. We also recerddtre-
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Table 4. The list of derived quantities related to photometry thatstored for each light-motion curve in the HLC. These qtiastare calculated using only

light-motion curve entries that satisfy the quality coastts from Section 2.3.

Tag Name In HLC Type Description

LC_NAMVE STRING Light-motion curve filename

I AU_NAMVE STRING Object name in SDSS Data Release 6 (InternationabAstnical Union approved formét)
N_GOOD_EPQOCHS 5 x INTEGER  Number of good photometric data points

MEAN_PSFVAG 5 x FLOAT Inverse variance weighted mean of the PSF magnitudes
MEAN_PSFMAG_ERR 5 x FLOAT Uncertainty onVEAN_.PSFMAG

MEAN_EXPVAG 5 x FLOAT Inverse variance weighted mean of the exponentialmtades
MEAN_EXPMAG_ERR 5 x FLOAT Uncertainty onVEAN_.EXPMAG

RVS_PSFMVAG 5 x FLOAT Root-mean-square deviation of the PSF magnitudes

RVS_EXPVAG 5 x FLOAT Root-mean-square deviation of the exponential mages

CHI SQ.PSFMAG 5 x FLOAT Chi-squared of the PSF magnitudes

CHI SQ.EXPMAG 5 x FLOAT Chi-squared of the exponential magnitudes
N_GOOD_EPOCHS_PSF_CLI P 5 x INTEGER  Number of good PSF magnitudes afterclipping*
N_GOOD_EPOCHS_EXP_CLI P 5 x INTEGER  Number of good exponential magnitudes afterclipping*
MEAN_PSFMAG.CLI P 5 x FLOAT 4o -clipped inverse variance weighted mean of the PSF magestud
MEAN_PSFMAG.ERR CLI P 5 x FLOAT Uncertainty onfVEAN.PSFMAG_CL| P*

MEAN_LEXPMAG.CLI P 5 x FLOAT 4o -clipped inverse variance weighted mean of the exponemizgnitude$
MEAN_EXPMAG.ERR.CLI P 5 x FLOAT Uncertainty onfVEAN.EXPMAG_CL| P*

RVS_PSFMAG.CLI P 5 x FLOAT Root-mean-square deviation of the-dlipped PSF magnitudés
RVS_EXPVAG.CLI P 5 x FLOAT Root-mean-square deviation of the-dlipped exponential magnitudes
CHI SQ.PSFMAGCLI P 5 x FLOAT Chi-squared of thedclipped PSF magnitudés

CHI SQ.EEXPMAGCLI P 5 x FLOAT Chi-squared of thedtclipped exponential magnitudes
MEAN_PSFMAG.| TER 5 x FLOAT Iterated inverse variance weighted mean of the PSHihates
MEAN_PSFMAG.ERR.I TER 5 x FLOAT Uncertainty onlVEAN.PSFMAG._| TER*

MEAN_EXPMVAG.| TER 5 x FLOAT Iterated inverse variance weighted mean of the expiislenagnitudes
MEAN_EXPMAG.ERR.I TER 5 x FLOAT Uncertainty onfVEAN.EXPMAG.| TER*

PERCENTI LE_05_PSF 5 x FLOAT 5th Percentile of the cumulative distribution of PSEgnitudes
PERCENTI LE_50_PSF 5 x FLOAT Median of the PSF magnitudes

PERCENTI LE_95_PSF 5 x FLOAT 95th Percentile of the cumulative distribution of P@Bgnitudes
PERCENTI LE_05_EXP 5 x FLOAT 5th Percentile of the cumulative distribution of exgmtial magnitudes
PERCENTI LE_50_EXP 5 x FLOAT Median of the exponential magnitudes

PERCENTI LE_95_EXP 5 x FLOAT 95th Percentile of the cumulative distribution of exygntial magnitudes
TI ME_SPAN FLOAT Time span of the light-motion curve (d)

MEAN_OBJECT_TYPE FLOAT Unweighted mean of the object classification

MEAN_CHI LD FLOAT Unweighted mean of whether the child bit is set ornot

EXTI NCTI ON 5 x FLOAT Galactic extinction (mad)

ECL_REDCHI SQ.OUT FLOAT Reduced chi-squared out-of-eclipse for the PSF ntades
ECL_STAT FLOAT Eclipse statistic for the PSF magnituties

ECL_EPOCH DOUBLE Eclipse epoch as a heliocentric Julian daté (d)

FLARE_REDCHI SQOUT FLOAT Reduced chi-squared out-of-flare for the PSF magegud
FLARE_STAT FLOAT Flare statistic for the PSF magnitudes

FLARE_EPCCH DOUBLE Flare epoch as a heliocentric Julian date (d)

STETSON.I NDEX_J _PSF 5 x FLOAT Stetson J-index for the PSF magnituties

STETSON.I NDEX_J _EXP 5 x FLOAT Stetson J-index for the exponential magnitudes

STETSON_I NDEX_K_PSF 5 x FLOAT Stetson K-index for the PSF magnitudes

STETSON.I NDEX_K_EXP 5 x FLOAT Stetson K-index for the exponential magnitutles

STETSON_I NDEX_L _PSF 5 x FLOAT Stetson L-index for the PSF magnitudes

STETSON.I NDEX_L_EXP 5 x FLOAT Stetson L-index for the exponential magnitutles

VI DRI H.I NDEX_PSF 5 x FLOAT Vidrih index for the PSF magnitudés

VI DRI H.I NDEX_EXP 5 x FLOAT Vidrih index for the exponential magnitudes

*See text for more detail.
TMay be empty.

sponding values of3,,;/v for ECL_STAT andFLARE_STAT in the
quantitiesECL_REDCHI SQ OUT andFLARE_REDCHI SQ.OUT re-
spectively, along with the epoch of the putative eclipsedflavent
in ECL_EPOCH andFLARE_EPCCH respectively.

In Table[4, the Stetson variability indices J, K and L (Stgtso
1996) for both the PSF and exponential magnitudes are siored
the quantities with tag names starti@8gETSON.I NDEX. We chose

Our final measure of light curve variability is via a quan-
tity called the Vidrih variability index. RMS magnitude dav
tions for non-variable lightcurves plotted versus mean mitage
m in a given wave band (referred to as an RMS diagram) are
scattered around a three parameter empirical exponentiel- f
tion f(m) = A + B exp (C (m — 18)), while
the RMS magnitude deviation of variable sources is expetded

ther band as the comparison wave band and consequently the thirdbe noticeably larger. We consider two lightcurve sampleat of

element in each of these six quantity arrays is set to zero.

PSF-like objectsMEAN_OBJECT_TYPE = 6) and non-PSF-like ob-
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Table 5. The list of derived quantities related to astrometry thatstored for each light-motion curve in the HLC. These qtiestiare calculated using only
light-motion curve entries that satisfy the quality coastts from Section 2.3.

Tag Name In HLC Type Description

RA_VEAN DOUBLE Inverse variance weighted mean of the RA measuresr(elep)

RA_MEAN_ERR FLOAT Uncertainty orRA_MEAN (deg)

RA_PM FLOAT Proper motion in the RA coordinate (arcsec ¥

RA_PMERR FLOAT Uncertainty orRA_PM(arcsec yr!)

RA_CHI SQCON FLOAT Chi-squared of the RA measurements for a model thawdes only a mean position
RACH SQLIN FLOAT Chi-squared of the RA measurements for a model thawdes a mean position and a proper motion
RA_MEANLCLI P DOUBLE Inverse variance weighted mean of the clipped RA measents (deg)
RA_MEAN_LERR CLI P FLOAT Uncertainty orRA_LMEANLCLI P (deg)

RA_PMCLI P FLOAT Proper motion in the RA coordinate for the clipped RAaserements (arcsecyt)
RA_PMERRCLI P FLOAT Uncertainty orRA_PM.CLI P (arcsec yr!)

RA_CHI SQCONCLI P FLOAT Chi-squared of the clipped RA measurements for a mttdglincludes only a mean position
RA_CH SQLI NCLI P FLOAT Chi-squared of the clipped RA measurements for a mtt@glincludes a mean position and a proper motion

DEC_VEAN DOUBLE Inverse variance weighted mean of the Dec measurantéeg)

DEC_MEAN_ERR FLOAT Uncertainty orDEC_MEAN (deg)

DEC_PM FLOAT Proper motion in the Dec coordinate (arcset yy

DEC_PMERR FLOAT Uncertainty orDEC_PM(arcsec yr 1)

DEC_CHI SQ.CON FLOAT Chi-squared of the Dec measurements for a model tichtdes only a mean position

DEC_CH SQ.LIN FLOAT Chi-squared of the Dec measurements for a model tichtdes a mean position and a proper motion
DEC_MEAN_CLI P DOUBLE Inverse variance weighted mean of the clipped Decsmesments (deg)

DEC.MEAN.ERRCLI P FLOAT Uncertainty orDEC_MEANLCLI P (deg)

DEC_PMCLI P FLOAT Proper motion in the Dec coordinate for the clipped Begasurements (arcsecyr)

DEC_.PMERRCLI P FLOAT Uncertainty orDEC_PMCLI P (arcsec yr1)

DEC_CHI SQ.CON.CLI P FLOAT Chi-squared of the clipped Dec measurements for a irtbdeincludes only a mean position
DECCH SQLIN.CLIP FLOAT Chi-squared of the clipped Dec measurements for a htbdeincludes a mean position and a proper motion

TO DOUBLE Inverse variance weighted mean of the heliocenul@d dates using the uncertainties on the astrometric mneants (d)
TO_CLI P DOUBLE Inverse variance weighted mean of the heliocentrl@d dates for the clipped astrometric measurements (d)
N_POS_EPOCHS INTEGER  Number of good positional measurements

N_PCS_EPOCHS_CLI P INTEGER  Number of good positional measurements after tlgpp

jects MEAN_OBJECT._TYPE = 3). For each lightcurve sample and on the measured celestial coordinatesandd;. The uncertainties
wave band, we iteratively fitted(m) to the corresponding RMS o, (¢;) are calculated via Equatiémh 1.

diagrams using ad&-<clip algorithm, employing PSF magnitudes We solve for the quantitieRA_ MEAN, RA_.PM DEC_MEAN
for the star lightcurve sample and exponential magnitudeshie and DEC_PM by minimising the appropriate chi-squared using a
galaxy lightcurve sample. In each case we also construchenica downhill simplex algorithm. We calculate the uncertaistm these

tion g(m) describing the standard deviation of the scatter around quantities, namel\RA_MEAN_ERR, RA_.PMERR, DEC_MEAN_LERR
f(m) via a four-degree polynomial fit to the standard deviation of and DEC_PMERR, by assuming thatos(DEC_MEAN) =~ 1 (a
the RMS magnitude deviations measured in 0.25 magnitude bin valid assumption for|§| < 1°26) and noting that minimis-
Then, for any light curve, the Vidrih indeX was calculated as its  ing the chi-squared for each of the resulting equations im-a |
RMS magnitude deviation miny&m), normalized byy(m), with ear least-squares problem with an analytic solution. Weplgup
negative values set to zero, and it is stored in the quasiiti¢h the best-fit chi-squareds via the quantitiR8_ CHI SQLI N and
tag names startingl DRI H.I NDEX (Table[4). Note that due tothe  DEC_CHI SQLI N, and we record the number of positional mea-
way the Vidrih indices are constructed] DRI H.I NDEX_PSF is surements used in the fit in the quantMyPOS_EPOCHS. We also
only relevant to stars arid DRI H.I NDEX_EXP is only relevant to supply the chi-squared®A_CHI SQ.CON and DEC_CHI SQ.CON
galaxies. for a model including only a mean position, which faciligthe

In Table[B, we describe the quantities associated with the ob calculation of the following delta chi-squared:
ject astrometry. Specifically we fit a proper motion model der 5
lestial coordinatega, 9), in degrees, at heliocentric Julian date Ax,, = RA_CHISQ-CON — RA_CHISQ.LIN
in days, for each light-motion curve: + DEC_CHISQ_CON — DEC_CHISQ_LIN

7.605 x 10" "RA_PM (t - T0) 3) (6)
cos(DEC_MEAN)

a(t) = RAMEAN +
The statisticAXi may be used to calculate the significance of a
proper motion measurement by noting that it follows a chiesg

— -7 _
0(t) = DEC_MEAN + 7.605 x 10" "DEC_PM ( — TO) ) distribution with two degrees of freedom.

We setT0 as the weighted mean of the epochs of observation: The whole fitting process is also iterated using a clipping al
St /oa(t;)? gorithm that rejects the worst outlier at any one iteratamd ter-
To= =3 T (5) minates when the change in the fitted proper motion is snihier

Zy‘ 1/oa(t;)? 3 mas yr'. Consequently, all the derived astrometric quantities

wheret; represents the set of heliocentric Julian dates for the posi described so far have a corresponding quantity calculaiethé
tional measurements, and,(¢;) represents the set of uncertainties  clipped positional measurements and stored in the HLC ¢alht-
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automatically in an IDL structure. The IDL “where” functighen
becomes a very powerful tool for accessing subsets of ddta wi
ease.

4 EXTERNAL COMPARISONS

Magnitude

4.1 Photometry

The most relevant comparison of our catalogue photometnbea
made by comparing our results to those of Ivezic et al. (2003m
75‘00 O 5(‘)0 wo‘oo 15‘00 now on IVO7) who use 58 pre-2005 SDSS-I imaging runs of Stripe
HID - 2452000 (days) 82, observed under mostly photometric conditions, to canst
@) standard star catalogue. IVO7 match unsaturated pointessat-
isfying high signal-to-noise criteria (photometric uriegnties be-
low 0.05 mag) between runs and choose sources with at least 4
epochs. Those objects that are identified as non-varyinggdpyir-
ing ax? per degree of freedom for the mean magnitudes of less than
3in theg, r andi bands, are chosen as candidate standard stars.
The standard star catalogue is then internally recaliiraterrect-
ing for flat-field errors and time-variable extinction (foxaenple,
due to clouds).
The main differences between the LMCC and the IVO7 cata-
logue are that we use a different photometric recalibratiethod,
but based on the same idea of spatially dependent photarazetri
: : ropoints, and that we include the generally non-photometoser-
T 00O ey [day;]ooo 1500 vations from the SDSS-II supernova runs. Not surprisiniglythe
) 886396 objects from the IVO7 catalogue in the overlap aregh wi
the LMCC, we find unambiguous matches in the LMCC for 886191
objects using a match radius of §, Where the missing fraction of

§
f

[arcsec]
<> — 9

o — <a>
[08s0up]

Figure 7. (a): Light curve of the Mira variable star candidate o . . .
SDSS J220514.58+000845.7 in théupper points) and (lower points) 0.02% can be explained by the different criteria used totcoas

bands. (b): Fitted proper motion in RA (track at bottom Iédft-hand y- the two catalogues. Of the 886191 matching obje(.:ts in the CMC
axis) and Dec (track at top left, right-hand y-axis) for thacool white 219627, 606658! 879766, 886028 and 856456 OF’JeCtS havasat le
dwarf SDSS J224206.19+004824.7 (Kili€ et al. 2008). 3 good epochs in the, g, r, i andz bands, respectively, and mean
PSF magnitudes brighter than 21.5, 21.5, 21.5, 21.5 andi28d;
respectively. It is these objects that we use when congtguthe
ties listed in Tabl€ls with a tag name endi@gl P). The astromet- histograms in Figuril8.

ric quantities derived from the clipped astrometric da& rmiore In Figure[8, each row of panels corresponds to a differenewav

robust than those derived from the unclipped astrometiia. dde band and the order employed:is g, r, i and z from the top row

strongly advise that any statistical studies undertakeh thie as- to the bottom row. The left hand column of plots are normdlise

trometry in the HLC should only use the clipped quantities. histograms ofy? per degree of freedom for the mean PSF mag-
Finally, we have attempted to detect the parallax signal for nitudes in the HLC, and they serve to confirm that the photemet

nearby stars by fitting a parallax model to each light-motiorve. ric uncertainties in the LMCC (inherited from the SDSS pipes,

However, our investigation has made it clear that the digtidn with some adjustment during photometric recalibratiord eor-

of observations during the same few months each year aloifig wi  rect, since the histograms peak at a valugdf (N — 1) ~ 1.

the positional accuracy of the astrometric measuremegtseir The middle column of panels in Figuré 8 are normalised his-

enough to enable the detection of a clean parallax signal. tograms of the uncertainties on the mean PSF magnitudesin th

HLC (solid lines) and on the mean magnitudes from the IVO@-<at
logue (dashed lines). It is clear that the mean magnitudetedun
3.2 Catalogue Format the HLC are approximately twice as precise as those from V07

The HLC is stored in eight FITS binary tables, one for eachrhou Which is due to the greater number of epochs included in the

in RA from 20" to 4". Each record in the HLC corresponds to a LMCC. How_ever, systematic errors are still likely to dontm#he

single light-motion curve and stores 229 derived quarstitiéth mean magnitudes at thel% level, which corresponds to the level

tag names listed and described in Taliles 4@nd 5. The FITS filesof the photome_trlc rec_allbratlons and to the systematiorentro-

(~1.9 Gb compressed) may be obtained by web download from duced by the slightly different band passes of each colurdetefc-

http://das.sdss.org/valuadded/stripe82 variability/SDSS82 public,  t0'S In the SDSS camera. We do not correct the LMCC magnitudes
The IDL Astronomy User’s Libra@ function “mrdfits” is a for the different bandpasses in contrast to [V07.

convenient way to read-in the HLC, storing the FITS binaty¢a ) The right hand_column of panels in Figdre 8 are normalised_
histograms of the difference between the HLC mean PSF magni-

tudes and the IVO7 catalogue mean magnitudes. A Gaussian has
5 The IDL Astronomy Users Library is web-hosted at 0een fitted to each histogram (dotted lines), and the fitted ce
http://idlastro.gsfc.nasa.gov/ and maintained by Wayrendsman at tre and sigma are quoted in each panel. The histograms afe cen
the Goddard Space Flight Centre. tred around zero at the millimagnitude level, except fordhmand


http://das.sdss.org/value_added/stripe_82_variability/SDSS_82_public/
http://idlastro.gsfc.nasa.gov/
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Figure 8. Each row of panels corresponds to a different wave band andrtter employed is, g, , i andz from the top row to the bottom row. The LMCC
objects used in the plots are matches with the IVO7 standardatalogue and have at least 3 good epochs with mean PSfituaas brighter than 21.5 mag
in thew, g, r andi bands, and brighter than 20.5 mag in thieand.L eft hand column: Normalised histograms of? per degree of freedom for the mean PSF
magnitudes in the HLAMiddle column: Normalised histograms of the uncertainties on the mean P&fnitudes in the HLC (solid lines) and on the mean
magnitudes from the V07 catalogue (dashed linBsyht hand column: Normalised histograms of the difference between the HLCmi#&F magnitudes
and the IVO7 catalogue mean magnitudes, along with a fittags§an (dotted line).
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Figure 9. Plots of the running &-clipped mean difference between the HLC proper motionsthose of GK04 (middle points) as a function of RA using a
1° window (upper panels), as a function of Dec using@0window (middle panels), and as a function of medSF magnitude using a 0.1 mag window
(lower panels). The left hand panels correspond to prop¢ioma RA and the right hand panels correspond to properanati Dec. The upper and lower
sets of smaller points in each panel represent the meanetitfe plus or minus the running-2lipped standard deviation, respectively.

where the IVO7 photometry is slightly offset from the HLC pho  |Watkins et al.|(2008) use the HLC to systematically identidyi-
tometry by~4 mmag. The histograms have sigmas of 28, 13, 11, able stars in Stripe 82, and we choose to follow all but ondeift
10 and 16 mmag im, g, r, 7 andz, respectively, which are consis-  cuts on the HLC quantities. Of the 886191 objects from the7ZlVO
tent with the scatter in the photometric zeropoints of tlamdard catalogue that have matching objects in the LMCC, 878172 hav
SDSS runs derived in Section 2.2, and with the scatter inithiées at least 11 good epochs in theband, allowing for the calculation
internal photometric recalibrations of 1V07. of reliable variability and object type indicators. The uggment
The data set used to construct the IVO7 standard star cata-from|Watkins et al.|(2008) that an LMCC object has a mean ob-
logue is a subset of the data used to construct the LMCC, and ject type greater than 5.5 ensures that chosen variabl&Skrdike
therefore we can use our superior temporal coverage toifgent (stars). However, this implies that 16529 objects are fstybaon-
standard star candidates that are actually photometricatliable. PSF-like, corresponding to a fraction ®fL.9%. Hence, we do not



apply this requirement, and instead we directly apply theaiaing
requirements that a variable object should hay& er degree of
freedom greater than 3 for both theandr» band mean PSF mag-
nitudes, and a Stetson L index greater than 1 forghmnd. We
find that just 570 V07 standard stars, from 878172, are bbgja
corresponding to a fraction 6£0.065%. This confirms that even
with the addition of many more photometric data, the IVOhsta
dard stars are in general still found to be constant at0®1 mag
level. In considering the full IVO7 catalogue with 100684&ndi-
date standard stars, we suspect th&50 are actually variables.

4.2 Astrometry
Gould & Kollmeier (2004) (from now on GKO04) carefully com-
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years, respectively, while in each panel three curves agepl,
dotted, dashed and continuous, corresponding 10, ~20 and
>30 epochs, respectively. The curves in each panel show the me
proper motion uncertainty in the HLC as a function of medSF
magnitude. It is worth noting that76% of objects in the LMCC
have at least 20 epochs, and th&7% have at least 20 epochs with
a time span of greater than 4 years. We find that 312819 ohjects
the LMCC (or~8%) have proper motions with p/o,, > 5.

5 CONCLUSIONS

The Light-Motion Curve Catalogue (LMCC) contains almost
4 million light-motion curves for stars and galaxies comgri

bine SDSS Data Release 1 (SDSS DR1) and USNO-B proper mo-~249 deg in the SDSS Stripe 82. A light-motion curve provides

tions to produce a catalogue of 390476 objects with proper mo
tions ;. > 20 mas yr' and magnitudes < 20 mag. SDSS DR1

wave band and time dependent photometric and astrometit-qu
tities, where~76 per cent of light-motion curves in the LMCC

proper motions are based on matches of SDSS to USNO-A2.0 have at least 20 epochs of measurements. The LMCC is complete

(Monet et all 1998), which suffer from mismatches causing- sp
rious high proper-motion objects, and systematic trendsaper
motion. However, by cross-correlating SDSS DR1 and USNO-B,
GKO04 successfully removed the vast majority of spuriougppre
motion stars. Furthermore, by considering the set of spsctp-
ically confirmed quasars in SDSS DR1, GK04 calibrate out the
position-dependent astrometric biases, using a veryaimmiethod

to our recalibration of SDSS astrometry presented in Se&id.

We compare our proper motions in the HLC to those derived
by GKO04 for the 30546 stars from their catalogue with an unam-
biguous positional match in the HLC using a match radius Bf 0.

In Figure[®, we plot the runnings3clipped mean difference be-
tween our HLC proper motions and those of GK04 (middle pdints
as a function of RA using a°lwindow (upper panels), as a func-
tion of Dec using a1 window (middle panels), and as a function
of meanr PSF magnitude using a 0.1 mag window (lower panels).
The mean difference is only calculated if there are at |e@@tstars

in the sliding window. The left hand panels correspond tqpro
motion in RA and the right hand panels correspond to proper mo
tion in Dec. We also plot the mean difference plus or minus the

running 3r-clipped standard deviation as the upper and lower sets

of smaller points, respectively, in each panel.

Figurel® illustrates that the systematic differences betvibe
HLC proper motions and those of GK04 are at a very small level,
generally <2 mas yr . We note one clear systematic trend that
the GKO04 Dec proper motions are offset from the HLC Dec proper
motions by < 2 mas yr 1, which is especially visible in the bottom
right hand panel of Figurig] 9. We are currently unable to ident
unambiguously the origin of the small systematic offsete Shat-
ter in the proper motion differences (represented by theuppd
lower sets of smaller points in each panel) is consisterth wie
stated proper motion uncertainties-08.9 mas yr* in GK04, and
<5mas yr! for these particular stars in the HLC.

Each light-motion curve in the LMCC has a different tem-
poral coverage and number of epochs, a situation which is-hig
lighted in Figure[P. Consequently the uncertainties on th&€H
proper motions exhibit a very inhomogeneous spatial tistion,
and selecting proper motion objects using cuts on properomot
uncertainty results in a very inhomogeneous sample of tbjec
In Figure[I0, we present the mean proper motion uncertaimty i
the HLC as a function of mean PSF magnitude, number of
epochs and time span of a light-motion curve for PSF-likectsj
(MEANLOBJECT_TYPE = 6). The three panels from left to right
correspond to different light-motion curve time spans & and 7

to magnitude 21.5 im, g, r andi, and to magnitude 20.5 in mak-
ing it the deepest large-area catalogue of its kind. Thegrhetric
RMS accuracy for stars is20 mmag at ~18 mag and for galax-
ies it is~30 mmag at ~18 mag. In both the RA and Dec coordi-
nates, an RMS accuracy 6f32 mas and-35 mas at ~18 mag
is achieved for pre-2005 data for stars and galaxies, résplg
and an RMS accuracy 635 mas andv46 mas at ~18 mag is
achieved for 2005 data for stars and galaxies, respectively

The LMCC is thus an ideal tool for studying the variable sky,
and in order to aid in its exploitation, we have created thghidi-
Level Catalogue (HLC). The HLC consists of 229 derived photo
metric and astrometric quantities for each light-motiorveyand it
is stored in a set of FITS binary tables, a format that is widisked
by the astronomical community. The photometry presentetien
HLC is fully consistent with the 1VO7 standard star catalegund,
since it is based on many more epochs, the random uncegsinti
the mean magnitudes are smaller. Reassuringly, we showrthat
a very small percentage of standard stav§.065% or~650 ob-
jects) from IVO7 are actually photometrically variable.eTRHLC
proper motions of 30546 stars are consistent to within uager
ties with those derived hy Gould & Kollmeier (2004) by combip
SDSS DR1 and USNO-B proper motions.

The power in using the HLC is well illustrated by the work
of\Vidrih et al. (2007) who construct a reduced proper motia:
gram for Stripe 82 in order to find rare white dwarf populasion
and consequently they identify 8 new candidate ultracoakevh
dwarfs and 10 new candidate halo white dwarfs. Also, Beckal e
(2008) report the discovery of an eclipsing M-dwarf binaygtem
2MASS J01542930+0053266, having employed the correspgndi
light-motion curve along with radial velocity measurensett de-
termine the masses and radii of the stellar components. &/e-th
fore encourage the astronomical community to actively nskex-
plore these catalogues that are so ample in their content.
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